
A recent survey found that 50 per cent of researchers in

artificial intelligence (AI) believe that this technology poses

a 10 per cent risk of causing the extinction of the human

race. A cynic might ask why these researchers haven’t all left their

jobs — and last week, one of them did.

GeoGrey Hinton, a pioneer of the machine-learning approach that

dominates AI, resigned from tech giant Google. Hinton expressed

alarm at the race among tech companies to develop and deploy

generative AI, such as Microsoft’s ChatGPT and Google’s Bard, which

he felt was irresponsible given the absence of suitable regulatory

controls. “It is hard to see how you can prevent the bad actors from

using it for bad things,” he said.

Days after Hinton’s resignation the executives from some of the

leading AI companies were called to a meeting at the White House

and threatened with new regulations unless they rein in potentially

dangerous developments in AI.

The reason we fear this technology is because it has the potential to

penetrate so many areas of our lives and do damage there— from the

potential destruction of jobs to the development of autonomous

weapons systems which could violate the laws of war. There is also a

more general fear that AI will begin to replace everyday interactions

and that we will soon be living in a more dehumanised world.

These are some of the issues we have been considering at the

Institute of Ethics in AI, at the University of Oxford since it was

founded three years ago. Experts from the humanities and the

sciences have been working together to assess the impact AI could

and should have on everything from privacy, to education and even

democracy— and the best way to respond.
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Here are six ways we could contain the threat of AI.

1. Don’t fall prey to the doom-mongers

There has always been a lag between technological advance and

regulatory response but the risks are magnified in the case of AI

because of its unprecedented potential to carry out tasks that were

previously exclusively reserved to humans from writing code to

medical diagnosis.

Of course, we should take the fears of AI experts seriously. But we

must keep a number of things in mind. The first is that these experts

are human beings, and therefore prey to standard human

pathologies, such as doom-mongering and to be in awe of such

powerful technology.

There is also a tendency to magnify the significance — for good or ill

— of one’s own area of expertise.
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Additionally, like any academic field, there are disagreements among

AI scientists about where the threats lie. Some speculate that the

emergence of artificial general intelligence (AGI) — systems that

equal or surpass humans and could do away with us — is just around

the corner. Others cite failed prophecies about the takeover of our

streets by self-driving cars. They argue that AGI will require decades

of research and may require the development of an entirely novel

approach that we cannot yet foresee.

One theme we should certainly take seriously is scientists’ avowal

that the way these AI systems based on modern machine learning

produce their miraculous-seeming results is often opaque even to

them.

2. Just because we can, it doesn’t mean we should

At present AI is often framed as an unstoppable process, but its

regulation is ultimately an ethical question. But there are choices

everywhere when it comes to AI, from the decision of whether or not

to buy a social robot to keep one’s aged parents company, all the way

through to the national laws and international treaties we choose to

draw up.

Ultimately, it is up to us, individually and collectively, to decide what

role we want AI to have in human life.
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Nor is it acceptable to evade responsibility by portraying ourselves as

playthings of inexorable market forces, as big tech companies are apt

to do. As the meeting at the White House emphasises, the desire to

secure market dominance cannot justify the choice to release AI

applications that have not been properly tested for safety, with the

result that the public become guinea pigs in a potentially dangerous

experiment.

3. Don’t over-regulate

One thing we can do is learn from past eGorts at regulating

technology. We should not be discombobulated into assuming that a

radically new technology demands radically new regulatory schemes.

As a dean of Chicago Law School once wryly observed, there is no

discrete area of law called “the law of the horse”, despite the animal’s

immense significance in human history. The same may hold true for

AI.

Today, legal scholars such as Simon Chesterman at the National

University of Singapore, have shown that many of the challenges

posed by AI can be dealt with through the application of general pre-

existing legal principles. For example, responsibility for decisions

made by AI systems should be attributed to whoever is using them,

making them or selling them, depending on the situation. Attempting

to develop a bespoke comprehensive scheme specifically for the new

technology threatens to produce overly complex and unprincipled

regulation. This could well be the case with the EU’s proposed AI Act

which tries to list in advance a series of “high risks” domains that

may be impacted.

4. Stop following the ‘ethical experts’

Unfortunately, the AI field tends to distort ethical questions, seeing

them as a matter of technical expertise to be resolved by technical

specialists. In his book Human Compatible, the leading AI scientist

Stuart Russell argues that ethics is a matter of identifying human

preferences and maximising their overall fulfilment. But human

preferences are often based on false beliefs or reflect pernicious

attitudes, such as racism and sexism.

In place of rule by experts, we urgently need to promote democratic

deliberation about AI by an informed and empowered citizenry.

Crucially important here is education, especially enhancing digital

literacy throughout society as a whole. We should pay attention to

Taiwan where Audrey Tang, the minister of digital aGairs in the

country, has been at the forefront of using digital technology to

enhance citizen participation. The Taiwanese government lauched a

discussion platform called Polis to gather and analyse diverse

opinions from citizens and to synthesise them into insights that guide

policy-making. A staggering 80 per cent of these platform

disccussions lead to specific government action.

It is only by making sure the issues are broadly understood will we be

able to ensure that diGering perspectives are heard, including the

insights of those who are at the sharp end, such as those rendered

jobless by automation.

5. Search for a truce in the AI arms race

There is a powerful global dimension to the race for AI superiority,

with China vying with the US for leadership. Any state that

decelerates its development of AI in the name of ethics risks handing

a devastating advantage to its less scrupulous rivals.
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So we face the daunting challenge of creating a global system for the

regulation of AI, akin to the global architecture for nuclear arms

control, at a time of confrontation between the great powers.

The prospects of a global consensus may seem bleak, but we have to

try. We urgently need to develop minimally adequate standards for AI

regulation that reflect what diGerent countries and ideologies will be

able to accept.

This means giving up on the best to avoid the very worst. A first step

might be to reach a consensus among leading democratic states on

guidelines for developing and deploying AI and then to see how far

we need to dilute that consensus to bring China and other key states

on board.

It’s not impossible that Britain, intermediate geographically and

ideologically between a libertarian US and a Napoleonic EU, may have

a constructive role to play in this urgent task.

6. Help it become a force for good

Finally, let us not lose sight of the extraordinary potential for AI to

enrich our lives, our societies and economies. AI will continue to

revolutionise medicine, from the discovery of new drugs to early

diagnosis of disease, from understanding our biology to managing

every sort of medical surveillance. AI will help us understand climate

change and work with humans to find ways to ameliorate its impact.

It is already working with artists and musicians to create new

content.

AI can empower us rather than diminish us if we are all part of a

conversation about the values we wish to imbue in our systems and

the regulatory environment in which they exist.

John Tasioulas is a professor of ethics and legal philosophy at the

University of Oxford and Director of the Institute for Ethics in AI
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Nigel Shadbolt is a professor of computer science at the University of

Oxford and distinguished senior scientist at the Institute for Ethics in

AI
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The rapid rise of artificial intelligence is panicking 
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S stephen marks
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I don't think it will be the big strategic AI application that will be the 

biggest problem (though it will decimate law, accounting and music 

industries for example), its the potential for advanced fraud and deceit 

that should scare us

  

For example one can get an automated phone call and conversati...
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How to tell the diCerence when presented with a realistic hologram?
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M Max McDowell
7 MAY,  2023

Others are on headphones, in their own bubbles, going wherever the 

inescapable vampirism of AI’s algorithms may lead them, having 

nothing to live for but their neuro-signalled brainwave technology 

and eternal sunshine of the spotless mind. And while your mind 

more and more absorbs the substance of ...
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S simon stonehouse
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If there was an asteroid, big enough to cause an extinction level event and 

there was a 10% chance of a strike, humanity would be pulling together to 

find a solution.  

 

Yet with AI the opposite is true and that has to be a worry.
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The thing is AI has the potential to be used as cheap labor, imagine 

every call centre being manned by local sounding or even Indian  

sales people. A system that learns from its mistakes, no tea breaks 

holidays etc the ability to run the oOce from a tax free country. 

What is not to like? The fact...
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J J Carter
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The solutions oCered in this article are all clearly useless. Does 

anyone believe this amazingly powerful tech can be constrained? If 

the West decided to "slow-peddle" China and others will still be 

pushing ahead. In reality humans have little conscious control over 

creativity and progress as thes...
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K K K Martin
7 MAY,  2023

May be cynical, but there are certain nations I would not trust to play fair. 

AI provides opportunities for good and evil. 
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S Sue Holdroyd
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Precisely
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J John Court
7 MAY,  2023

StuC the nations it is the individual at all levels that trouble me and I 

believe that AI should be developed. We should ensure that the 

white hats get a good start. 

Reply ·· Recommended (0) ·· Share

J Joe Stone
7 MAY,  2023

What’s interesting about AI is the increasing pace of change faster than 

anyone ever believed. There is no doubt it my mind that regulation of it is 

a complete non starter. The reality is that individual governments are all 

competing amongst themselves to be the ones who control this advanced 

techn...
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J John Urbanski
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Was this article written by AI? “Don’t worry, nothing to see here.”
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J john collett
7 MAY,  2023

Does this win the prize for the ultimate 'doomster' response?No 

wonder the professor made this his first major point!
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Y Y Adam Khan
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If anything we tend to under regulate technology (because we are too 

scared of the Tech titans) as can be seen with social media platforms and 

issues with respect to data, privacy and hate speech 

 

AI is going to be even more ubiquitous which is why regulators and 

politicians are trying to be more pr...
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B Brendan Gill
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Summary: don’t regulate us, everything will be fine, honest…
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J James Hawthorne
7 MAY,  2023

You can't stop it any more than King Canute was able to stop the incoming 

tide (although if he had done his homework  on the tide tables he might 

have convinced his followers that he could). The genie is out of the bottle / 

lamp and can't be put back in again. Besides AI has so many advantages so 

w...
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King Canute was proving to his followers that he wasn’t all powerful 

because he couldn’t control the tides … not trying to prove that he 

could.
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J James McConnon
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The problem is, if the west puts too much control on AI, China and Russia 

won't, and will race ahead of us. Do we really want a world in which China 

has a military boosted by AI, and we don't. 

 

But saying we shouldn't try to be careful, but we have to factor in the fact 

there are bad actors out ther...
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​The demographic time-bomb that threatens western society may indeed 

be more serious than recently thought. The reason: to the rapidly growing 

number of pensioners must be added the massive displacement of 

workers by artificial intelligence. Globally, we are now witnessing the 

birth of the fourth i...
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